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MNIST After EditMNIST Before Edit

In observable space, assuming simple 
topology, we can identify unwanted 
outputs and their corresponding inputs. 
With a model editing algorithm, we can 
learn an edited linear operator which 
generates an updated representation—
sans the unwanted outputs.

Model Editing
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Class accuracy provides a measure of surrogate 
quality. Our KAEs are able to faithfully produce the 
penultimate layer representations for both datasets. 
Additionally, our KAEs naturally simplify in topology at 
every step.


We hypothesize that the KAE dynamics can be made 
more faithful to the original residual network by 
regularizing the KAE's intermediate representations.

Matching Accuracy and Simplifying Topology

See our KAEs in action!
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We demonstrate that the most strongly 
penalized encoder (red) exhibits the closest 
topological similarity to the original model 
(black). These results indicate that increasing 
the encoder isometry penalty leads to more 
topologically faithful representations in 
observable space. As a result, we expect that 
topological edits in the observable space will 
also be reflected in the state space.

Encoder Isometry

Our KAE consists of an encoder, Koopman 
operator, and a decoder. Trained to gradually 
transform an input representation to an output 
representation, the KAE can interpolate between 
them to generate a neural representation path. 
The model is represented as:


and trained with a weighted combination of:
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To answer these questions

 We introduce  to interpolate and 
edit neural representations of ANNs

 We develop an  objective, which aids in 
preserving the original topology of neural representations in 
observable space.

 We demonstrate how our KAEs can be used to 
 leading to fast, targeted class unlearning.

Koopman autoencoders (KAE)
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edit 
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Problem Statement and Approach

The intermediate representations of a neural network can be 
conceived as forming a path through high-dimensional space.

 Can we  that generate this path

 Can we  to produce a different output?


Our work relies on literature in topology, dynamics, Koopman-
based approaches, and representation similarity.  
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