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We derive a method to transfer
entire sets of linear features

learned by SAEs. We first stitch a
latent B->A, apply the original SAE,

then stitch A->B. Because

everything is affine, we can
equivalently construct an SAE on B
that represents this computation.
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We can use the transferred SAEs as

initialization for training runs, saving the

compute of "relearning" features that
transfer well.
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Structural and semantic features
transfer differently according to
attribution correlation.

(c) Transferring Features
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The stitches can easily be used to
transfer linear features, allowing us to
transfer (i) probes and (ii) steering
vectors. We also find functional features
that are preserved (e.g. entropy
neurons, attention deactivation).

(i) Probing

test accuracy

Probing Transfer

| —

0.6 -

20 30 40 50

probing k

-- dense 160m
dense transfer 160m
—— gt 160m

stitched retrain
—— stitched no retrain
—— random

(1) Language Steering
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