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Unsupervised, but at least theoretically related to 
true concepts via trivial transformations

Separates strongly 
correlated concepts

Exhibits strong OOD 
performance

Reproducible across hyper-parameters

Mean Correlation Coefficients (MCC) between 
the decoders of any two learned models

Learns steering from data with multiple 
unknown concept variations

Motivation and Setup

Causal Representation Learning   Mechanistic 
interpretability; propose a method that disentangles 
the latent concepts encoded in LLM activations

Linear Representation Hypothesis backbone— 
treats activations as a linear mix of concepts 

Provable disentanglement with weak supervision 
— uses multi-concept contrast pairs, far cheaper 
than single-concept perturbations
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Informal Theorem Statement

SSAEs learn the concept shift vectors  and the  linear 

encoder-decoder pair  up to permutation and
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scaling of the true solution, where columns of the 

decoder denote steering vectors for the concepts in .cV
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