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Per-feature SANNs fail fundamentally We propose Sum-of-Parts, a group-based SANN 
that leverages the theory to get SOTA performance

Prediction of a self-attributing neural network f decomposes 
to predictions hi for groups Gi, weighted by coefficients θi.

Group-based SANNs overcome the limits

Theorem: Per-feature SANNs (i.e. |Gi| = 1) inherently cannot 
avoid exponential insertion and deletion errors. ☹

A similar problem arises in deletion. Most existing SANNs are 
per-feature, thus theoretically limited.

Exponential Insertion Error 
☹

To break the performance-accuracy trade-off, we must move 
from per-feature SANN to per-group SANN.

Theorem: Group-based SANN (i.e. |Gi| > 1) can achieve zero 
ins/del error for m-term polynomials with only m groups. 😍

1. Group Generator creates feature groups via self attention.

2. Model Backbone makes a prediction with each group.

3. Group Selector scores each group with cross attention.

The whole pipeline is trained end-to-end to
learn the suitable groups from data.

SOP’s groups capture objects better

Sum-of-Parts achieves lowest error + highest purity!
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SOP discovers new patterns in cosmology
1. Many voids contribute 100% 😯

voids clusters

Pareto front 😄

2. cosmological structures weigh 
higher when predicting Ωm 😯


