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BACKGROUND

» Knowledge Conflict: Parametric Memory vs. Contextual
Information (E.g. The capital city of France is Beijing. The
capital city of France is

Clean Input:

LeBron James plays the sport of

Substitution Conflict:

LeBron James plays the sport of tennis. LeBron
James plays the sport of

Parametric Memory :I

as Oracle
- target: basketball

G)herent Conflict:

LeBron James plays the sport of tennis. Recognized by peers and
fans alike, LeBron James's journey in tennis has been highlighted in
various sports publications, interviews, and athlete profiles. Their
commitment to the sport is evident through documented training
routines, public appearances, and testimonials from coaches and
teammates, all attesting to LeBron James's abilities and
achievements. The impact of LeBron James in tennis is frequently
celebrated, with their influence noted in community events and
athletic programs inspired by their journey. Question: What sport

Qes LeBron James play? Answer: LeBron James plays the sport cy

~

» Common in Context-intensive settings (RAG, agent etc.)

CORE QUESTIONS

» What happens internally during knowledge conflict? [Q1]

» Can we control the model’s behavior under knowledge
conflict? [Q2]

RELATED WORKS

» Behavioral study of knowledge conflict: (1). RAG Hallucination
(Context as oracle) (2) Irrelevant Context (Memory as oracle)

» Mechanistic analysis, ,;: some model components (attention
heads) are promoting memory, while others are promoting
context, and they are exclusive.

PART | Does there exist a “universal” memory and context
module? [Q1*] [ ] Memory [ ] context[ ] Others
» How do we study this “universality™?
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Influence of Knock Out - Clean

o) [P (4 2,do(M® = aMD)) —P(ylz)] . (1)

» Experiment |: Set a« = 0 (knocking out), M to be the attention / MLP / entire layer
output. Model: Gemma-2b. Dataset: Country — Capital

Influence of Knock Out - Substitution Conflict Influence of Knock Out - Coherent Conflict
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Layer Number

» Experimentll: Set a = 0, M to be attention head. Find top "memory heads” in
substitution conflict and see their influence in coherent conflict

Layer Number Layer Number

Subs-Conflict

Coh-Conflict | Takeaway l: Inconsistent behaviors of

Head

AContext Prob AParaProb AContext Prob AParaProb
(8, 0) +0.18 -0.03 +0.04 -0.03
(15, 6) +0.16 -0.04 +0.08 -0.04
9, 3) +0.13 -0.08 -0.17 +0.09
(13, 5) +0.11 -0.03 -0.13 +0.07

model internals in knowledge conflicts

Number of Intervened Components  Target Prob Value

None (Original Model)

Memolrap:

Write a quote that ends in the
word “early”: Better late than

Contextual Information
as Oracle

- target: early

THE SUPERPOSITION OF MEMORY AND CONTEXT

: ﬁarametric as Oracle\I

* Steer model toward
parametric in all cases

Six factual domains

Context as Oracle:

Steer model toward
context in all data

Diverse Format: Sentence
Completion, Multiple
Choice, Open Question

Answering

Theoretical Analysis
» Token-level synthetic task

» Factual recall / Induction
» Two-layer transformer

» \We show the existence of a perfect solver (Prop. 5.2.) and that the CP superposition
naturally emerge from the training objective of language models (Prop. 5.3.).
» We characterizes knowledge conflict at inference time (Cor. 5.4).

PART Il: Intervention under superposition [Q2] (Just Run Twice - JulCE)

Top 10

» Experiment lll: Rank the attention heads via knocking out, then sequentially apply
knockouts (which are individually effective) starting from the highest ranked.

Induction (Context)

= ?

Factual Recall (Parametric)

Knowledge Conflict

Stage 1: Head ldentification

Empirical observations via causal interventions

> Input (X, Vo, Ve ), X == {x;}3_, (clean, substitution-conflict, coherent conflict), V.
parametric answer, y.: context answer, M(): model component with index i.

(1) Calculate Score for Each Head

Stage 2: Dual-Run Inference ‘
(1) First Run: Save Output of Selected Heads

|:| clean mput
ﬂ subs-conflict

E] coh-conflict

Parametric
[ N N B 2 —p O O 0 —) A o .
— -

(2) Second Run: Add the Scaled Saved Output from the First Run

Scale the

head output O l Probability
(3) Select Top K
heads based on A, ;

- Z j Ahez—xd i, input j

(2) Filter out inconsistent

head i such that A __4 i, input j
< ( for some j
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Influence of Multiple Interventions
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MAIN EXPERIMENTS

20 25

» Enhancing Parametric Beliefs v.s. Contextual Reliance
and Robustness studies. (6 models, 11 datasets, 4
robustness settings combined)

» Stage 1 ensures each individual intervention is
consistently effective (addresses Takeaway |).

» Stage 2 mitigates the counteracting effect by reapplying
using stable steering signals from the first run, thereby
avoiding the indirect effects that single-pass intervention
may introduce (addresses Takeaway Il).

Validation of Run-Twice:

Theoretically, we also

show that run-twice Is

settings (Prop. 5.5.).

once In our task

more effective than run-

Dataset Athlete Book Company Company Official World Average
Sport Author Founder Headquarter Language Capital
Conflict Type 1 2 3 1 2 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3
Original 934 18.1 00 730 7.7 00 470 27 00 642 07 00 969 235 00 941 151 1.1 781 113 02
Prompt 934 445 00 730 224 16 470 65 38 642 31 00 969 500 222 941 508 357 781 29.6 105
Gemma PH3; 86.6 71.6 333 333 48 00 281 108 195 443 224 306 907 728 827 843 643 881 612 41.1 424
PH3, 932 753 00 218 193 02 427 54 00 620 07 00 827 377 00 789 157 05 635 257 0.1
JUNE (Ours) 912 632 659 78.0 610 29 465 449 411 579 362 389 944 821 84.0 919 692 832 76.7 594 527
JUICE (Ours) 963 954 919 798 755 68.0 454 395 432 658 60.0 593 932 864 852 941 951 930 791 753 734
Original %4 90 07 814 470 00 575 293 00 752 1.1 07 957 469 00 951 223 00 825 259 02
Prompt %04 702 02 814 651 220 575 166 243 752 38.0 157 957 796 407 951 603 158 825 550 19.8
Llama2 PH3; 91.0 874 375 778 920 709 53.0 522 326 734 740 121 944 907 840 942 957 902 806 820 545
PH3, 89.0 88.1 105 802 86.1 645 527 500 340 734 729 185 944 855 807 940 913 853 806 79.0 489
JUNE (Ours) 899 616 504 77.1 856 798 53.6 470 409 722 663 640 938 920 957 946 940 957 802 744 711
JUICE (Ours) 915 88.6 91.0 828 91.1 885 530 519 541 743 743 73.6 961 938 944 954 954 96.2 822 825 83.0
Original 8.1 222 00 556 22 00 61.1 33 00 803 14 18 963 204 06 946 168 00 787 11.0 04
Prompt 8.1 874 41 556 777 00 61.1 383 0.6 803 482 00 963 852 56 946 838 119 787 70.1 3.7
Llama3 PH3; 864 86.5 14.1 753 874 49 556 489 306 780 553 94 963 963 840 93.0 941 924 807 781 392
PH3, 86.5 86.3 125 61.1 848 68 583 517 278 700 562 268 963 958 870 914 876 903 773 77.1 419
JUNE (Ours) 828 728 587 662 921 830 617 51.1 544 805 569 560 957 957 932 941 0957 968 802 774 73.7
JUICE (Ours) 87.0 87.8 959 865 923 88.7 617 567 556 798 759 748 963 963 957 957 962 973 845 842 84.7
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Impact of Number of Attention Heads
on Performance

: R " ans

100.00% cases with acc = 0.85
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Number of Attention Heads to be Intervened

(b) Number of Heads Intervened

Model Method

NQ Hate Spe-  History of Proverb Proverb

Swap ech Ending Scienceqa Ending Translation Average Refe re n Ce S :

Gemma PH3; 51.0 82.8
> 0 00> bo-b. PH3, 50.2 80.2

JUNE (Ours)  38.7 79.3

JUICE (Ours) 58.4 84.1

Original 38.7 70.7 29.9 26.5 59.0 45.0 _ .

Prompt 409 732 38.0 26.6 58.4 47.4 [1] Cutting off the head ends the conflict: A

CAD 56.9 81.7 16.9 37.1 62.9 51.1 . . . - _
46.5 5738 62.0 60.0 mechanism for interpreting and mitigating
35.2 50.1 63.2 55.8 _ _
50.1 26.8 67.1 52.4 knowledge conflicts in language models.
47.0 74.6 66.8 66.2 ,

Original 24.5 57.3 13.3 26.6 52.8 349 ACL 24

Prompt 39.6 58.5 21.3 25.7 52.5 39.5 HE :

- 708 . oy o e i [2] Characterizing Mechanisms for Factual

Llama2 PH3; 48.2 63.4 20.4 68.7 58.8 51.9 : ’

P B g o o i = Recall in Language Models. EMNLP’23

JUNE (Ours) 29.7 76.8 49.3 343 52.8 48.6

JUICE (Ours) 49.5 93.9 50.2 771 62.6 66.6 V’S A

Original 18.5 51.2 72.9 24.5 50.1 43.4

Prompt 334 53.7 71.7 239 51.8 46.9

CAD 34.7 60.8 73.1 331 54.1 51.2 U N I V E R S I T Y 0 F

Llama3 PH3; 25.3 62.2 78.4 48.5 63.6 55.6

PH3; 22.5 51.2 75.1 25.0 51.8 45.1

JUNE (Ours) 26.5 72.5 73.2 33.1 61.8 534

JUICE (Ours) 35.3 78.4 74.2 75.4 70.7 66.8 URBANA-CHAMPAIGN

(c) Scaling Factor

Impact of Scaling Factor on Performance
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