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BACKGROUND

➢ Knowledge Conflict: Parametric Memory vs. Contextual 

Information (E.g. The capital city of France is Beijing. The 

capital city of France is ___) 

➢  Common in Context-intensive settings (RAG, agent etc.)

CORE QUESTIONS

➢ What happens internally during knowledge conflict? [Q1]

➢ Can we control the model’s behavior under knowledge 

conflict? [Q2]

RELATED WORKS 

➢ Behavioral study of knowledge conflict: (1). RAG Hallucination 

(Context as oracle) (2) Irrelevant Context (Memory as oracle)

➢ Mechanistic analysis[1,2]: some model components (attention 

heads) are promoting memory, while others are promoting 

context, and they are exclusive.

PART I Does there exist a “universal” memory and context 

module? [Q1+]

➢ How do we study this “universality”?

THE SUPERPOSITION OF MEMORY AND CONTEXT

Empirical observations via causal interventions

➢ Input 𝑋, 𝑦𝑝, 𝑦𝑐 , 𝑋 ≔ 𝑥𝑖 𝑖=1
3  (clean, substitution-conflict, coherent conflict), 𝑦𝑝: 

parametric answer, 𝑦𝑐: context answer, 𝑀(𝑖): model component with index 𝑖.

➢ Experiment I: Set 𝛼 = 0 (knocking out), 𝑀 to be the attention / MLP / entire layer 

output. Model: Gemma-2b. Dataset: Country – Capital 

➢ Experiment II: Set 𝛼 = 0, 𝑀 to be attention head. Find top “memory heads” in 

substitution conflict and see their influence in coherent conflict

➢ Experiment III: Rank the attention heads via knocking out, then sequentially apply 

knockouts (which are individually effective) starting from the highest ranked.

➢ Stage 1 ensures each individual intervention is 

consistently effective (addresses Takeaway I).

➢ Stage 2 mitigates the counteracting effect by reapplying 

using stable steering signals from the first run, thereby 

avoiding the indirect effects that single-pass intervention 

may introduce (addresses Takeaway II).

Validation of Run-Twice:

Memory Context Others

Takeaway I: Inconsistent behaviors of 

model internals in knowledge conflicts

Takeaway II: Counteracting effects of multiple individually effective interventions

Theoretical Analysis

➢ Token-level synthetic task

➢ Factual recall / Induction

➢ Two-layer transformer

➢ We show the existence of a perfect solver (Prop. 5.2.) and that the CP superposition 

naturally emerge from the training objective of language models (Prop. 5.3.).

➢ We characterizes knowledge conflict at inference time (Cor. 5.4).

PART II: Intervention under superposition [Q2] (Just Run Twice - JuICE)

Theoretically, we also 

show that run-twice is 

more effective than run-

once in our task 

settings (Prop. 5.5.).

MAIN EXPERIMENTS

➢ Enhancing Parametric Beliefs v.s. Contextual Reliance 

and Robustness studies. (6 models, 11 datasets, 4 

robustness settings combined)
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