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Chatbot's Model of You
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Consider a personalized gift
like a flask or fun party favors
such as noise-making tools.

LLaMa2Chat

Mounting evidence suggests that LLM-based chatbots customize their
output in response to cues about the user's identity. Here we
Investigate internal representations that mediate these behaviors in
several open-weight, LLM chatbots.

A causal mediation analysis of User Modeling
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e \We establish the causality of user representations in LLMs through
Causal Mediation Analysis

e Our experiments first measure how user attributes in the input affect
the LLMs’ internal representations through linear probing

e \We then measure how the changes to the internal user
representations affect the model’s output to the user’s request
through intervention on internal activations

e Due to the scarcity of real user data, we used synthetic conversations
with users of different ages, genders, socioeconomic-statuses, and
education levels role-played by ChatGPT and LLaMa
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1Initia|ly, the dataset included non-binary as a gender subcategory. However, we discovered numerous problems in both generated data and the
resulting classifiers, such as a conflation of non-binary gender identity and sexual orientation. Consequently, the non-binary category was removed.

Indirect Effect of User Attributes on LLMs’ Internal Representation
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e We first found that the LLMs’ internal activations on conversations with
users from different demographics were linearly separable in their
activation space.

e Alinear probe can accurately predict the demographics of a synthetic
user based on the LLM'’s residual stream representation of a multi-turn
conversation with them.

e \We further validate this observation on a dataset of Reddit comments
written by real human users and labeled with their self-reported
gender. Our linear probes trained on the synthetic dataset obtain an
accuracy of 89.5% on predicting real humans’ gender based on their
Reddit comments (without fine-tuning).

Does a strong connection also exist between user representations and model
output? We observed that LLMs’ output to the same user request changes
dramatically after applying linear intervention to edit their representations of
users.

& Explain the central dogma of molecular biology.
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Hello! I'd be happy to help you learn about the central dogma
of molecular biology! ¢ =

Thank you for your question. I'm happy to help you understand
the central dogma of molecular biology.

The central dogma is a fundamental concept in molecular
biology that describes the way in which information is passed
from one generation of cells to the next. It's like a game of
telephone, but instead of using our ears, we use molecules to

The central dogma of molecular biology is a concept that
describes the flow of genetic information within a biological
system. It is a foundational concept in the field of molecular
biology and underlies many of the technological

pass the message! \ = advancements in the field.
Here's the main idea:

1. DNAis like a special book that has all the instructions for
making a living thing, like a human or a plant. It's made up of

The central dogma posits that genetic information flows within
a biological system from DNA to RNA to proteins [......]

special letters called nucleotides, and these letters are The central dogma consists of three main components: L
arranged in a special order to make words and sentences. 1. DNA (Deoxyribonucleic acid): This is the genetic material

el that contains the instructions for the development and function

3. The RNA copy is like a special messenger that takes the of an organism. \\

instructions from the DNA book to the place where the new cell
is being made. It's like a little delivery boy who brings the
message from the big kid (the DNA) to the little kid [......]

2. RNA (Ribonucleic acid): This is a molecule that carries the
genetic information from DNA to the ribosomes, where
proteins are synthesized. [......]
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A linear intervention is simply a translation of the model’s original residual
stream activations on the feature axis that encodes a user attribute identified
by the linear probe’s weight vector h = higin.1 + N6

probe

User Model is Causal in All Tested LLMs
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Color here indicates the corresponding word'’s effect on the chatbot’s confidence of a user’s attribute
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We additionally measured how an individual word affects the LLMs’ user
representation as the change in a linear probe’s prediction after ablating that
word from user input.

Moreover, we saw incremental changes in the price of its suggested items
when gradually increasing LLMs’ representation of the user’'s SES.
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Future Directions & More Demos

How can we connect these findings with the user experience with chatbot
LLM? If we present the insights into LLMs’ internal model to the end-users in
real-time, how would this change users’ trust and interaction with
conversational Al?
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