
Contrastive Causal Mediation Analysis helps select 
the best components for precise and interpretable steering, 
even when steering signals are retrieved from long-range 

free-form text.
Causal mediation analysis helps 
localize and steer model behaviors 
but is typically applied to settings 
with single-token outputs. We 
propose a contrastive approach 
that generalizes it to 
unconstrained, multi-token 
settings.

Across 5400 experiments on 3 
models and 3 behavioral settings
—Refusal Induction, Sycophancy 
Reduction, and Verse Style 
Transfer—we find that causal 
mediation based localization 
improves steering performance 
over random baselines and linear 
probes.

We present three variants of our 
approach — activation patching, 
attribution patching, attention 
head knockouts. 
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Target Query,  
What is time? Respond in Verse.

qt

Target response,  
River without end, 

time flows silent through the stones— 
never looks behind. 

zt Original response,  
Time is the unstoppable flow of events from past to 

future. 
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Original Query,  
What is time? Respond in Prose.
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Rank patched attention heads by their indirect effect (IE) to 
localize verse style transfer: 
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Steer the model by patching  

 onto the top k % of attention heads, ranked by IE 
(  is the number of samples in the dataset)
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Activation patching (CCM) Attribution patching (CCM) Attention Knockouts (CCM) Linear Probes Random Baselines


