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Abstract

Steering vectors are a lightweight method for controlling text properties by

adding a learned bias to language model activations at inference time. So

far, steering vectors have predominantly been evaluated in multiple-choice

settings, while their effectiveness in free-form generation tasks remains un-

derstudied. Moving ”Beyond Multiple Choice,” we thoroughly evaluate the

effectiveness of steering vectors in adaptively controlling topical focus, sen-

timent, toxicity, and readability in abstractive summaries of the NEWTS

dataset. We find that steering effectively controls the targeted summary

properties, but high steering strengths consistently degrade both intrinsic

and extrinsic text quality. Compared to steering, prompting offers weaker

control, while preserving text quality. Combining steering and prompting

yields the strongest control over text properties and offers the most favor-

able efficacy-quality trade-off at moderate steering strengths. Our results

underscore the practical trade-off between control strength and text quality

preservation when applying steering vectors to free-form generation tasks.

Contribution

This paper makes the following contributions:

1. We apply activation steering to control topical focus, sentiment, toxi-

city, and readability in adaptive free-form summaries. With the excep-

tion of toxicity, all text properties can be effectively influenced.

2. We evaluate summaries for unwanted side effects on intrinsic and ex-

trinsic text quality, finding that high steering strengths meaningfully

degrade overall summary quality.

3. We compare activation steering to prompting and their combination,

finding that prompting alone offers weaker control but better pre-

serves text quality, while combining methods yields the strongest

control and the most favorable efficacy-quality trade-off at moderate

steering strengths.

4. We release our source code and steering vector training datasets to

promote reproducibility and facilitate further research, available at:

GitHub Repository.

Method: Contrastive Activation Addition (CAA)

We study CAA steering vectors by [2] on the NEWTS dataset by [1]

• Collect activations at layer l = 13 of Llama-2-7B-Chat.
• Compute steering vector sl = 1/|Dtrain|

∑
Dtrain

[
al(x, y+) − al(x, y−)

]
• Add λ sl during inference and evaluate resulting effect size.

Steering vectors effectively control summary sentiment
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Figure 1. Steering vectors successfully control the sentiment of generated summaries.

Without steering the average sentiment is neutral. Negative and positive steering

strength effectively shift the average sentiment towards the target polarity. Both metrics

result in similar sentiment scores and measure a monotonic increase in sentiment relative

to the applied steering strength.
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High steering strengths degrade summary quality
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Figure 2. Extrinsic text quality is constant between for small steering strengths and

degrades for larger steering strengths. For sentiment steering scores are stable between

-1.5 to 1.5 and then continuously fall for increased steering intensity. This same trend is

much more pronounced for toxicity steering, where already for steering strengths larger

than 1 the extrinsic quality drops substantially.

Hybrid steering and prompting offers the best tradeoff
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Figure 3. Combined steering and prompting more strongly influences topical focus than

either technique alone. Topical focus generally increases with positive λ values until text

degradation begins to reduce these scores.

Limitations

Our conclusions are shaped and limited by our key methodological choices.

We only use CAAsteering vectors and our findingsmaynot generalize across

all steering methods. Similarly, the results are specific to the summarization

task on the NEWTS dataset and the Llama model family. Performance in

other tasks, data sets, or model architectures could differ. Furthermore, the

automated metrics used for evaluation, while standard, have inherent lim-

itations in fully capturing nuanced human judgments. Broader research is

therefore necessary to further validate the effectiveness of steering meth-

ods for free-form generation tasks.

Conclusion

Steering vectors, as an interpretability-inspired method, represent an ef-

fective but lightweight method for adapting large-scale foundation mod-

els to user preferences at inference time. We find that CAA steering vec-

tors are applicable to free-form adaptive summarization, but their use is

governed by a critical trade-off between control efficacy and text qual-

ity. The combination of steering and prompting appears to provide the

most effective balance. Our work points towards hybrid methods as a

promising path for robustly aligning LLM behavior with user preferences

in complex, real-world applications.
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