
▪ Generating text explanations for individual neurons or 

feature vectors of a neural network is important for 

mechanistic interpretability. 

▪ For these explanations to be useful, we must understand how 

reliable and faithful they are.

▪ Currently, different papers use very different evaluation 

methods, often with little justification, making comparison hard.
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Motivation: Lacking reliable evaluation of the faithfulness of 

neuron explanations in mechanistic interpretability

Contribution #1: A unified evaluation framework for neuron explanations - NeuronEval

Contribution #2: Meta Evaluations + Insights on reliable evaluation metrics

Evaluating Neuron Explanations: 

A Unified Framework with Sanity Checks

Meta-Evaluation 1: Sanity Checks

The idea is to measure whether a metric can differentiate between a 

perfect explanation and (i) Overly generic explanation - Extra 

Labels Test, or (ii) Overly specific explanation – Missing Labels Test

Our proposed unified framework: NeuronEval

▪ We unify 20 diverse evaluations from existing work under the same 

mathematical framework

▪ Our framework works for any neuron explanations and directions in 

activations space, including (1) features in Sparse Autoencoder (SAE),  

(2) Linear probing, (3) Steering vectors, (4) Concept bottleneck models, 

(5) TCAV, and (6) individual neurons.   

▪ The evaluations mostly differ on: 

(a) How concept labels ct are sourced

(b) Which metric is used to compare similarity between ak and ct

➢ Most existing evaluation metrics fail at least one of our sanity tests. 

This includes popular metrics such as:

- Recall (Only evaluating highly activating inputs)

- Correlation with Top-and-Random sampling

- Generative evaluations like MAD and Inverse AUC

➢ This is often caused by poor performance on unbalanced activations

Meta-Evaluation 2:

Comparing evaluation performance on neurons with 

known concept:

▪ Metrics that pass sanity checks perform the best

In conclusions, we recommend using the 

following metrics for reliable evaluation:

▪ Correlation, AUPRC, F1-score & IoU

Our Contribution: A unified evaluation framework + 2 meta 

evaluation tests to identify reliable evaluation metrics
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