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§ Decomposition-based methods have been proposed recently for 
interpreting the role of attention heads in CLIP-like models

§ These methods identify text labels corresponding to key concepts 
which characterize the function of individual attention heads

§ However, relatively little attention has been played to the
consistency of concepts learned by attention heads

§ The relationship between attention head concept consistency, 
model performance, and bias has also not been examined

§ In this work, we address these open questions by introducing the 
Concept Consistency Score (CCS) metric

§ Pruning experiments show that high CCS heads are crucial for 
performance while also playing a key role in model bias

Overview CCS Metric

§ For each attention head ℎ, we obtain 5 text descriptions 𝑇!, 𝑖 ∈
1,… , 5 of its functionality using the existing TEXTSPAN algorithm

§ We then use in-context learning with ChatGPT to infer a concept 
label 𝐶" which represents the dominant concept captured by ℎ

§ We employ 3 SOTA LLMs in an LLM-as-a-judge approach to 
evaluate whether each text description aligns with 𝐶"

§ The CCS for head ℎ is then computed as:

where          is an indicator function returning 1 if 𝑇! is consistent    
with 𝐶" and 0 otherwise


