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Challenges with verifying truthfulness in LLMs

Defining and measuring truthful self-explanations

Problem Answer the following question given the &
: ~_ following passage. i
e Trustworthy LLMs reqwre /N) Task [Sentence 1. Sentence 2. Sentence 3. Sentence 4.]
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Masked LM fills in unselected inputs

Result 1: Both instruction-tuned and reasoning LLMs produce
untruthful self-explanations across datasets.

Result 2: Neither model size nor task performance
correlates with truthfulness in self-explanations.
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Conclusion

- We propose a dataset-agnostic and model-agnostic evaluation for truthfulness in LLMs’ self-explanations.

- We provide evidence that LLMs generally produce untruthful self-explanations across models and tasks.
- Our benchmark is a practical tool to evaluate and discover directions to improve truthfulness in LLM'’s self-explanations.
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