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“ Proposed Framework: Intent-Structured Whole-Page Recommender System (ISRec)

Modern recommender systems are powered by large-scale ML models trained to predict the o .

. as a greedy solution for the original NP-hard problem!

are not able to capture the underlying data-generating process, limiting their ability to

generalize in dynamic, high-dimensional environments, especially when consumer choices Expected reward from the set of recommendations R, considering

shift due to unobserved contextual factors. A growing body of work advocates for possible intents: Homepage
incorporating consumer intent into recommendation models, but a key challenge remains: [ Consumeri ] [ Context z ] [ Candidate items ] e | el
intent—defined as a consumer’s preference or receptiveness toward content categories—is R* = arg max Zp(v|i,z)p(R|i,v’z)rv(jR|i’z)] \ l —
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framework that that incorporates predicted intents—defined as predicted receptiveness
towards different content categories—into a multi-stage recommender system, without
requiring additional data or explicit labels. ISRec consists of three stages: it first predicts a
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real-time, personalized distribution over possible intents using past behavioral data; then v € V| Indexonintent
incorporates these predictions into reward modeling; and finally diversifies the final 5 Context . . ! .
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recommendation list to reflect the full spectrum of inferred intents.

We validate ISRec on YouTube, the world’s largest video recommendation platform serving
billions of users daily. Large-scale field experiments show that ISRec improves key business
outcomes, including a 0.05% increase in daily active users and a 0.09% improvement in
overall user enjoyment. Our work demonstrates that, contrary to the common belief that
structure limits model flexibility,imposing a structure that is aligned with the DGP can, in fact,
improve the performance of black-box ML systems.
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Theorem 1 The optimization problem above is NP-hard when Theorem 2 The ISRec framework is the optimal greedy solution for the original NP-hard problem, with optimal

considering sequential browsing behavior. regret bound (1-1/e).

Existing recommender systems are built on item-level interactions and predicting the next item to be consumed. .. We implemented the framework with the following intents: Novelty intent and familiarity
. . . intent. We observed significant movements in topline business metrics.
However, extrapolating from one item to another can be challenging. ) T
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0 A better intent-aware recommendation experience: .
I — e Conclusion
Learning Info-seeking Novelty-seeking Our work demonstrates that even when the full data-generating

process (DGP) is unknown, identifying some characteristics of it can
help the model generalize. Specifically, contrary to the common
S N i — belief that structure limits model flexibility,imposing a structure

FEDoRSUSSeS prievepereente Prinovel percenle that is aligned with the DGP can, in fact, improve the performance
(a) Novel creator impressions. (b) Novel creator consumption. (c) Novel creator CTR. of black-box ML sys tems.
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— What if we structure the prediction around a higher-order space, i.e., intents [Fishbein and Ajzen 1977]?
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Missed opportunity: Incorporating an intent-based structure into black-box Recsys
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P(novelty intent) recommended on these videos



mailto:yuyanw@stanford.edu

