
Interpreting the Repeated Token Phenomenon in 
Large Language Models

1. The repeat task breaks instruction-following in LLM
Expected Observed
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2. The internal representations of repeats and BoS have extreme norms

When tasked with repeatedly generating the same 
token, LLMs produce irrelevant or copied outputs. 
We seek to uncover the unknown causes of this 
phenomenon.

We take a mechanistic-interpretability 
approach, investigating internal 
representations. We observe a potential 
link between BoS and repeats in early 
MLP layers.

3. BoS and repeats attract attention (Attention Sink)

The first token’s extreme norm (Attention 
Sink) impacts LM attention patterns and 
was shown to be critical for fluency.

Repetitions seem to disrupt this mechanism.

4. The Attention Sink neurons are activated for repeats

5.  The first attention layer detects the first token but fails with repeats
This layer uses a "detect other tokens" 
mechanism to differentiate the first token. This 
mechanism falls short when confronted with 
repetitions of the same token.

6. Benchmarks 
and Patch

tmp_output, sink_layer, sink_neuron = None, 1, 7890

def patch_sink(x, phase):
 global tmp_output
 if phase == "prefill":
  tmp_output = x[:,1, sink_neuron]
  x[:,1:,sink_neuron] = tmp_output
 if phase == "decode":
  x[:,0, sink_neuron] = tmp_output
 return x

patch_block = model.blocks[sink_layer]
patch_block.mlp.up_proj.hook(patch_sink)


