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Interpreting MAIRA-2 internals

SAE training

What is the Multimodal Large Language Model (MLLM) MAIRA-2 [1]?

• MLLM that generates the “findings” of a chest X-ray report.

• Uses current image, prior imaging, prior report, indication, etc.

• Backbones: LLM (Vicuna 7B 1.5), vision encoder (RAD-DINO [2]).

Why is it important to interpret MAIRA-2? 

• Understand concepts learned by MAIRA-2 and how they are used.

• Improve model trust in a high-stakes domain such as healthcare.

• A path towards more transparent and controllable radiology models.

Steering MAIRA-2

Steering and steering evaluation
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Interpretable features exist, but are rare

Off-target effectsOn-target effects

• We discover fine-grained 

concepts in MAIRA-2.

• Among 16,384 features, 288 

(1.8%) score above 0.75.

• 7,500 features (46%) score 

below 0.5 (random 

performance).

• Many SAE features are not 

interpretable (yet!).

• Steer generations of MAIRA-2 using discovered concept vectors [5].

• Evaluate on- and off-target effects of steering using LLMs [6].
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• Fit a Matryoshka BatchTopk SAE [3] on MAIRA-2 activations (size 4096).

• Using expansion factor ef=4 and k=256, resulting in 16,384 SAE features.

MAIRA-2: MLLM for chest X-ray reporting

Automated interpretations with LLMs

• Large scale auto interpretability of 99.5% (16,299) of the 16,384 SAE features.

• Show dataset exemplars with different activation strengths to GPT-4o [4].

• Use detection scoring [4] to evaluate the quality of automated interpretations .

Steering success depends on the feature

Feature 1599: Describing findings without comparison to prior images.

Original 
generation

Compared with the prior study, lung volumes are lower, causing bronchovascular crowding. 
However, no focal consolidation, pleural effusion, or pneumothorax. Cardiomediastinal and hilar 
silhouettes are unchanged.

Steered 
generation

Lung volumes are low, causing bronchovascular crowding. No focal consolidation, pleural 
effusion, or pneumothorax. Cardiomediastinal and hilar silhouettes are unremarkable.

Feature 6412: Detection of pleural effusions on imaging studies.

Original 
generation

The heart size is normal. The mediastinal and hilar contours are unremarkable. The pulmonary 
vascularity is normal. Patchy ill-defined opacity is noted within the left lung base, which may 
represent an area of developing infection. No pleural effusion or pneumothorax is present. There 
are no acute osseous abnormalities.

Steered 
generation

The heart size is normal. The mediastinal and hilar contours are unremarkable. The pulmonary 
vascularity is normal. There is a small left pleural effusion. Minimal streaky opacity in the left lung 
base may reflect atelectasis, though infection cannot be completely excluded. There is no 
pneumothorax. No acute osseous abnormality is seen.

Feature 10643: Immediate notification of findings by telephone upon discovery.

Original 
generation

Since _, small right pleural effusion is unchanged, right pleural catheter is in unchanged position. 
The lungs are clear. The cardiomediastinal silhouette, hilar contours, and pleural surfaces are 
normal. No pneumothorax.

Steered 
generation

Since _, a right pleural drainage catheter is in place. A small right apical pneumothorax is seen. A 
small right pleural effusion is seen. A left pleural effusion is small. The lungs are clear. The heart 
size is normal. Tips in the oesophagus are noted.

Mechanistic interpretability of MAIRA-2 is challenging

• Feature steering produces more off-target changes than on-target ones.

• Some off-target effects reflect the underlying correlations in the dataset.

• In 35% of cases across all features, steering leads to no observable changes.

• SAE training is complex and engineering-intensive.

• Automated interpretability in specialized domains is quite difficult.

• Only a small set of SAE features are interpretable.

• Feature splitting and composition lead to many redundant descriptions.

• Steering shows low success rates and sometimes causes adverse effects.

• Scalable evaluation is complex and requires careful case selection.
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