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• LLMs encode uncertainty in hidden states, 
but it is not certain how this affects inference.
• Inference adaptive to uncertainty levels may 
arise as an emergent capability.
→ RQ1: How does uncertainty affect the 
inference dynamics of models?
→ RQ2: Does model competence affect the 
ability to adapt inference dynamics to 
uncertainty? 

Research Questions
Average probability trajectories for final output tokens across layers

Trajectories of correct and wrong outputs are aligned and model abruptly 
decides on final prediction at similar layers regardless of correctness.
Prediction depth distribution of questions across layers

Distributions are largely aligned, showing that model commits to answers 
at similar specific layers regardless of correctness. 
Pearson correlation between answer incorrectness and PD

Greater values mean that incorrectness correlates with later commitment, 
which implies greater adaptability in terms of layers used. Values are small, 
meaning uncertainty does not affect inference dynamics significantly, but 
prevalence of positive correlation shows potential for adaptive inference. 
Kappa (accuracy) vs. avg. PD difference for correct and incorrect 
answers on datasets

Average difference in PD between correct and incorrect outputs shows 
difference in layers used according to uncertainty. Greater differences 
imply greater adaptability to uncertainty. As task competence measured by 
dataset accuracy increases, adaptability increases.

Results

• Extract intermediate logit distributions using 
Tuned Lens, a variant of Logit Lens.
• Observe inference dynamics in terms of 
intermediate token probabilities and 
prediction depth (PD, commitment layer after 
which the top prediction does not change).
• Model answers MCQs where questions 
answered wrongly are considered to induce 
high epistemic uncertainty.
• We test on 5 models across 11 datasets.

• Divergences in probability trajectories and 
PD, which reflects effective layers used, 
would imply greater adaptability in 
inference dynamics to uncertainty. 

Methodology

1. Uncertainty does not affect inference 
dynamics significantly. 

2. Models abruptly decide on outputs at 
specific layers regardless of uncertainty.

3. Absolute effect of uncertainty is small, but 
greater task proficiency seems to cause 
greater adaptability to uncertainty.

→ Implies limitations to applying simple 
interpretability methods to gauge model 
uncertainty, especially on less competent 
models (e.g., hallucination detection). 

Conclusion

Answer the question with a single letter like [A]. 
George wants to warm his hands quickly by rubbing them.
Which skin surface will produce the most heat?    
    A. dry palms
    B. wet palms
    C. palms covered with oil
    D. palms covered with lotion
 Answer: [

Prompt

1. A (33%)
2. C (32%)
3. D (18%)
4. B (17%)

LLM

1. C (35%)
2. A (27%)
3. B (19%)
4. D (19%)

C
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Table 1. Pearson correlation between answer incorrectness and PD. Greater values would mean that incorrectness correlates with later
prediction commitment layers. Correlations are generally weak, with 80% below 0.300, but with 97% being positive. This consistency
shows LLMs’ potential to leverage uncertainty in their inference dynamics. (Values in parentheses show standard error rates. Values
above 0.300 are bold.)

DATASET LLAMA-3-8B LLAMA-3-8B-INSTRUCT VICUNA-13B MISTRAL-7B-INSTRUCT MISTRAL-NEMO-INSTRUCT

ANLI-R1 0.192*(0.015) 0.266*(0.013) 0.195*(0.014) 0.118*(0.014) 0.428*(0.012)
ANLI-R2 0.174*(0.016) 0.321*(0.013) 0.194*(0.014) 0.146*(0.014) 0.464*(0.011)
ANLI-R3 0.238*(0.015) 0.258*(0.013) 0.215*(0.013) 0.284*(0.009) 0.240*(0.013)
ARC-EASY 0.449*(0.011) 0.351*(0.019) 0.069*(0.021) 0.443*(0.017) 0.332*(0.019)
ARC-CHALLENGE 0.373*(0.017) 0.363*(0.017) 0.040(0.030) 0.322*(0.018) 0.357*(0.017)
BOOLQ 0.061*(0.012) 0.159*(0.014) 0.058*(0.014) -0.168*(0.014) -0.083*(0.014)
BOOLQ W/ CONTEXT 0.175*(0.011) 0.132*(0.014) 0.233*(0.013) 0.107*(0.014) -0.081*(0.014)
COMMONSENSEQA 0.316*(0.011) 0.255*(0.009) -0.045*(0.010) 0.274*(0.009) 0.258*(0.010)
HELLASWAG 0.010(0.012) 0.047*(0.016) 0.188*(0.014) 0.261*(0.013) 0.309*(0.013)
LOGIQA 0.174*(0.014) 0.120*(0.011) 0.113*(0.014) 0.216*(0.011) 0.269*(0.015)
MMLU 0.332*(0.013) 0.217*(0.008) 0.139*(0.014) 0.265*(0.009) 0.364*(0.013)
QASC 0.287*(0.010) 0.252*(0.010) 0.129*(0.011) 0.213*(0.011) 0.248*(0.010)
QASC W/ CONTEXT 0.374*(0.010) 0.263*(0.010) 0.408*(0.009) 0.298*(0.010) 0.164*(0.011)
QUAIL 0.318*(0.013) 0.337*(0.009) 0.276*(0.009) 0.381*(0.009) 0.334*(0.013)
RACE 0.315*(0.013) 0.327*(0.013) 0.247*(0.013) 0.370*(0.009) 0.396*(0.012)
SCIQ 0.480*(0.007) 0.213*(0.009) 0.123*(0.014) 0.484*(0.008) 0.101*(0.014)
SCIQ W/ CONTEXT 0.217*(0.014) 0.083*(0.009) 0.192*(0.014) 0.286*(0.013) 0.065*(0.014)

⇤p < 0.05

4.2. Prediction Depth

Prediction depth is the earliest layer in a deep learning model
where the highest-probability prediction matches the final
output layer’s prediction, differs from the previous layer’s
prediction, and remains the same through subsequent lay-
ers. It can be interpreted as the commitment layer or the
effective number of layers used for inference. Baldock et al.
(2021) first defined and validated it as a measure of com-
putational difficulty for individual examples in computer
vision tasks. However, there is limited empirical research on
PD in LLMs. While Belrose et al. (2023b) has tested how
effectively PD correlates with iteration learned on a single
model, we analyze it with relation to epistemic uncertainty
across a variety of models.

4.3. Inference Dynamics

The term “inference dynamics” as used in this work is an um-
brella term that refers to the patterns that arise at inference,
namely prediction probability trajectories and prediction
refinement across layers. Studies in this field have found
conflicting results for how a model produces its final out-
put, with some results showing a gradual refinement across
layers while others have found layers disproportionately
contributing to the output and inducing sudden “decisions”
(nostalgebraist, 2020; Kongmanee, 2025). While the re-
search is inconclusive, methods for early-exiting still try to
leverage the knowledge we have on inference dynamics to
reduce computational cost by using predictions at intermedi-
ate layers (Xin et al., 2020; Schuster et al., 2022; Varshney
et al., 2024). Our results related to PD and prediction trajec-

tories would help advance these endeavors.

5. Conclusion

In this paper, we analyze if epistemic uncertainty causes
large language models (LLMs) to exhibit different inference
dynamics. Using a Logit Lens-based method, we exam-
ine layer-wise token probability trajectories and prediction
depth (PD) statistics of 5 LLMs across 12 datasets. We
demonstrate that LLMs exhibit similar token probability dy-
namics and tend to commit to final decisions at specific lay-
ers largely independent of output uncertainty. This implies
that inference is generally characterized by abrupt decision-
making unaffected by levels of uncertainty. In addition, we
observe that models exhibit the potential for greater adapt-
ability in their inference dynamics as PD shows weak but
consistent correlations with epistemic uncertainty. Further,
models exhibit greater degrees of inference adaptability with
respect to uncertainty at tasks they are more proficient at, im-
plying greater degrees of adaptability could emerge in more
competent models. These findings have implications for
interpretability methods assessing uncertainty at inference
as well as for adaptive inference techniques (i.e., test-time
scaling, early exiting) that leverage intermediate prediction
confidence. Further testing should be done on more models
to validate the results of this exploratory work, especially on
more competent models. More rigorous tests that include
analyses using varying levels of uncertainty and accounts
for hallucination on known knowledge is needed as well.
Additionally, similar experiments for aleatoric uncertainty
may be done for a more thorough investigation.
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We show uncertainty is not significantly reflected in inference dynamics, which suggests existence of fundamental 
limitations in applying simple interpretability methods to measure uncertainty.


